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�ABSTRACT



Two computer-based training technologies, virtual reality (VR) and multimedia (MM), were evaluated to identify their strengths and weaknesses for use in long duration missions.  The features of these two methods were evaluated for their usefulness in self-training, specifically just-in-time training.  These two training methods were compared across two different types of tasks, a physical/motor task involving assembly of an object and a cognitive/perceptual task involving procedures on a hand-held instrument.  Twelve participants provided objective data on training time, time to perform the task, number of errors committed on the task, as well as subjective data on the usefulness of various VR and MM features.  In addition, participants’ learning styles were used to reveal any preferences in training method or feature use.  The purpose was to identify aspects of the two methods of training which are most salient in learning to perform different types of tasks.



Results of the MM training revealed a preference for video and written text procedures, as well as an interactive “self-test” where users could practice the task on the computer.  For the assembly task, participants favored the video, but commented that the video clip should be larger and zoomed-in for more detail.  On the other hand, for the instrumentation task, participants favored the cue-cards (shortened task steps) and the self-test, where they could memorize the sequence of button presses.



Results indicate that VR training has potential applications for tasks of an assembly nature, where users would benefit from performing the task “virtually” prior to the actual tasks, specifically, those tasks that are difficult to practice in a laboratory or mock-up environment due to size or availability constraints.  VR training was not as effective for the instrumentation (memorization) task because the user had to deal with both the cognitive load of the VR system itself and also the task of  memorizing the sequence of the procedure.  This difficulty could be overcome with more training in the use of the VR equipment, as well as a more advanced VR system including higher resolution, faster processing, and touch sensing.



Even though participants understood that this was a representation of just-in-time training, they felt that their performance on the instrumentation task would have been enhanced by more background on what each step would accomplish.  No large differences were found across the different learning styles, but it was apparent that a variety of features should be available for the successful learning of different individuals. Finally, future directions of study are discussed.



�I.  INTRODUCTION



Exploration or long duration missions, such as the International Space Station (ISS), will require performing tasks long after training, and tasks for which no specific training was received.  Identifying the most cost-effective and efficient method for providing such training will enhance crew productivity and safety.  A number of technologies, including multimedia (MM), are available for self-guided, remote, and refresher training, but it is not clear which types are most effective for which class or type of task.  With the advent of new technologies such as virtual reality (VR), it is also not apparent how these improvements may aid or replace existing training tools.  Psotka (1995), in his review of immersive training systems, stated that:   "It is clear that a principled program is needed to uncover the instructional conditions that VR is best suited for, over other available media and technologies, if this new technology is to be used wisely and effectively.  The central question is the value of tracked, immersive visual displays over non-immersive simulations" (p. 405).  To date, little or no research has directly compared VR with MM technology with respect to the quality of training.  

 

Even more basic is the question of what aspects of training are most critical.  For example, are high fidelity pictures always more helpful than more simplified graphics?  How much background information is useful, and how much can be done with simple step by step procedures requiring little or no explanation of the reasons?  When does simple text suffice, and when does the participant benefit from performing dry runs in which actual physical actions are performed?  For this reason, this project compared features of two methods of self-training, MM and VR, and two types of tasks (assembly vs. instrumentation) to identify the strengths and weaknesses of each method.  



For the purposes of this project, the methods of training focused on “just-in-time” training, in other words, training to be conducted on a task that is to be performed immediately.  This task may be one for which no training was received or for which refresher training is needed; issues likely to be encountered during a long duration mission.  Thus, the primary objective of this study was to compare the features of VR and MM and to determine their relative merits with respect to their impact on just-in-time training.

A. Background:  Multimedia



“The most effective training methods, such as one-on-one and on-the-job, are labor intensive and often impractical, especially when few experienced personnel can spare the time to train” (Loftin, Wang, Baffes, & Hua, 1995, p. 13).  In recent years, the advent of the internet, with its capabilities for providing images, animation, and sound, as well as text, has provided additional means for communication and learning information.  With this type of MM, individuals can be shown concepts instead of simply talking about them.  “Interactive multimedia implies the creation of a knowledge-based learning environment in which the developer, teacher and learner exist in a symbiotic relationship” (Barker and Tucker, 1990, p. 28).  With interactive MM, the developer is in the learner’s feedback loop and is designing directly for the user.  The learner is able to take an active role in the selection of material, the order and form of presentation, and in reviewing their work when using an interactive learning system.  In this way, the learning process is truly developed for the learner, as well as by the learner.



MM is built on a hypertext structure and uses additional media such as video clips and interactive animations.  In addition, a more recent advent in MM technology is the interactive simulation.  “Computer-based simulations should help students master both procedural and higher-order cognitive processing skills" (Shlechter, Bessemer, & Kolosh, 1992, p. 110).  Instead of the traditional paradigm of training, essentially a “data dump” from trainer to learner (via a lecture, a manual, or even older rigid computer-based training (CBT) system), MM training spins a new paradigm -- that of the trainer as an “expert guide” rather than a dumper of information.  In this way, MM training, “as distinct from tutoring or teaching, can offer a high degree of flexibility or freedom in the way the trainee does a task” (Loftin, Wang, Baffes, & Hua, 1995, p. 13).  Furthermore, its combination of imagery, animation, and sound can create an attention getting, captivating interface.



MM has been drawing praise from trainers and users for the simplicity with which it handles procedures ranging from course design to remote location hookups (Fritz, 1991).  Training can be imbedded within applications not only to teach users how to use a particular function but also to serve as a highly interactive, hands-on “Help” facility.  In addition, materials are relatively easy to develop and maintain, as well as manipulate. The training material can be stored on CD-ROM, enabling shelves of manuals and drawings to be stored in a few cubic inches, or conversely, applications can be networked and distributed to remote sites (Fritz, 1991).



MM and CBTs are already in wide use within the space program, especially for pre-flight training.  The status of CBTs using MM has advanced to the point that commercial authoring tools are available for easy and rapid creation of lessons, with multiple links to audio, video, drawings, and text.  In addition, the benefits for in-flight refresher training have also been seen.  However, little research has been performed to discover which specific features of MM are the most effective, and if this type of medium can continue to be effective for long-duration missions where training will have been performed longer in the past and various learners will need to utilize the same training tool.

B. Background:  Virtual Reality



The emerging generation of interactive computer-based instructional simulation systems, including VR, has been proclaimed as presenting a fundamental advancement in the development of computer-based instructional systems (Shlechter, Bessemer, & Kolosh, 1992).  The fields of computer modeling and VR are growing rapidly with advances in hardware and software.  Modeling complex geometry is becoming feasible with faster hardware and distributed software designs.  However, there have been very few research efforts which study the effectiveness of VR compared to other modalities of learning.  Pausch, Proffitt, Williams) (1997) state that "VR has generated much excitement, but little formal proof that it is useful" (p 13).  He goes on to say that VR interfaces are difficult to build and that the community needs to be able to predict which applications will benefit from VR.  In his research, he demonstrated that VR was more effective at target search tasks than traditional desk-top approaches.  However, there have been very few articles that compare VR with traditional approaches.



Although Pausch et. al. (1997) have taken an important step for VR in training type applications, it is important that the user be able to do more than just see the environment.  The user needs to be able to interact with and move objects in the environment.  Mine, Brooks, and Sequin (1997) studied manipulation of objects in virtual environments.  They stated that the number of successful applications remain small with even fewer applications that have gone beyond the research laboratory.  "It is very difficult to do more than just look around in a virtual world because of technology limitations such as system latency" (p 19).   Their main premise was that manual manipulation in VR systems is difficult partly because the users must do without the haptic contact with real objects that they rely on in the real world.  In order to compensate for this lack of haptic feedback, they propose exploitation of the one real object every user in a virtual environment has: their body.  Mine et. al. (1997) present a unified framework for VR based on proprioception.  Proprioception is defined as a person's sense of position and orientation of their body and limbs.  Without touch, one can no longer feel the surroundings to tell where one is, nor use felt collision to refine one’s position.  Because of this, it is important to use cues like a user’s own body and their sense of position and orientation to assist with interacting with a virtual environment.



In this way, one of the main tasks in VR implementations is the simulation of human motion.  Simulating human motion in VR systems requires an understanding of the techniques used in biomechanics and robotics as well as in computer graphics and animation.  In a typical biomechanical human model, the human body is regarded as a linked structure which can be articulated while conforming to joint limit constraints.  Kinematics modeling allows motion simulation of the jointed human model segments.  In addition, magnetic trackers placed on specific portion of the user’s body enables the capture of motion data which leads to the natural articulation of a model within a virtual environment.



Psotka (1995), in his survey of VR systems and their use in education and training, points to features that should be included in an effective VR trainer.  He stated that an ideal VR system should provide certain features:  (1) a user should be able to see a model of himself in the environment including arms and body;  (2) a user should be able to interact with objects in the environment;  (3) a user should be able to pick up and examine objects from all sides;  (4) there should be an "intelligent" tutor who, via sound clips, explains and teaches the user; and finally, (5) there should be some form of gesture recognition which the user can use to communicate with the system.  

  

VR has previously been utilized as a training medium for space applications.  Loftin and colleagues at the Software Technology Branch of the National Aeronautics and Space Administration (NASA) Johnson Space Center (JSC) used a VR system to train mission operations flight control and engineering personnel in tasks to support Space Shuttle astronauts ( Loftin, Kenney, Benedetti, Culbert, Engelberg, Jone, Jones, Lucas, Menniger, Muratore, Nguyen, Satio, Savely, Voss, 1993).  Survey questionnaire results suggested that the ability to visualize the positioning of various items in the Shuttle cargo bay and Hubble Space Telescope was beneficial to mission planners.  However, their task did not compare this result against other available methods.   

C. Previous Work



This project was preceded by two remote training demonstration projects as a part of the Lunar-Mars Life Support Test Project (LMLSTP) conducted at NASA JSC.  The LMLSTP consisted of a series of three ground isolation tests conducted in a three-story, 20-foot diameter chamber, to validate regenerative life support technologies.  Four “non-astronauts” were voluntarily confined for the duration of each test and maintained all of the chamber’s life-support facilities and performed various life sciences experiments.

 

The 60-day demonstration.  For the purposes of the remote training demonstration project, led by NASA JSC’s Flight Crew Support Division (FCSD), the four volunteers of the 60-day LMLSTP, along with five out-of-chamber participants, were provided with training and hardware for which they had no prior experience.  The training consisted of two methods:  (1) the CU-See Me videoconferencing tool, which is similar to current communication methods used by mission controllers when talking Shuttle astronauts through a procedure; and (2) a Web-based MM application developed in-house.  The primary purpose of this demonstration was to evaluate and identify the most effective techniques for remote training.  In addition, a secondary purpose was to determine the most critical aspects of training such as text, graphics, or video.  Each participant performed two tasks with both training techniques:  one assembly task (the Advanced Lower Body Extremities Restraint Test (ALBERT) restraint device) and one instrumentation task (taking measurements with a sound level meter).  It was found that task times using the MM application were greater than the task times using videoconferencing.  In addition, if the task only needed to be done once, the participants preferred having been “talked through” the task and performed it more quickly than with MM.  However, for complex tasks, participants preferred MM training.  With MM, participants preferred to use video clips over diagrams and photos during assembly tasks.  However, no preference was found during instrumentation tasks.  Participants’ comments indicated that very little of the training received through videoconferencing would be retained, compared to training learned from MM (Whitmore, Berman, and Chmielewski, 1997).

The 90-day demonstration.  During the 90-day LMLSTP, the original objective was a comparison between MM and VR for training in isolated environments.  However, testing of the VR equipment after all of the other hardware had been installed in the chamber showed that the magnetic tracking equipment would not function adequately due to interference.  Therefore, the test was reconfigured to compare the effectiveness of MM training with and without a two-dimensional task simulation, i.e., a “self-test,” component.  The self-test component provided a two-dimensional representation of the task which the learner could “perform” virtually on the computer using a cursor control device prior to performing the actual task.  Each participant performed one task: assembly (laptop computer) and instrumentation (performing a voltage reading with a Scopemeter) with each of the training techniques:  MM with and without a self-test.  The participants were not allowed to refer to the training materials during the task performance.  It was found that neither task times nor errors depended on whether or not the participant trained with the self-test.  However, participants’ comments indicated more confidence in their ability to perform the task after taking the self-test than without having had exposure to this feature.  This is important to know for future training applications so the crew can monitor how well they have learned a critical task before performing it.  For example, on Mars missions the time lag would be too great for crew members to rely on mission control for answers to questions or a correction of a mistake; they must decide for themselves when they are ready to perform the task.  In addition, it was found that a majority of participants browsed through each of the MM features at least once during training, rather than focusing on just one or two features in particular.  However, similar to the 60-day test, for both tasks the animation/video clips were the MM feature revisited the most, photos were second, and diagrams were third (Woolford, Chmielewski, Whitmore, Berman, Maida, and Pandya, 1998).

D. Objective of Current Project



The present evaluation complements the LMLSTP demonstrations.  The objective was to compare the features of two methods of self-training, MM and VR, with two types of tasks: assembly and instrumentation.  This was not a research project, but an evaluation of two computer-based technologies conducted in a laboratory environment.  The main purpose was to identify aspects of these two types of training which were most salient in learning to perform different types of tasks.  The main measures of interest were learning speed and accuracy, as well as the number and types of features used.  The results of this evaluation will help identify the strengths and weaknesses of features of each of the two methods so that more in-depth studies can be designed to help develop more efficient and productive training methods for future use.

II.  METHODS



Two training techniques were employed in this laboratory demonstration project:  MM and VR.  These training techniques were utilized with two different tasks:  one assembly and one instrumentation.

A.  Participants



A total of twelve individuals (4 male and 8 female volunteers from NASA/JSC) participated in this laboratory demonstration project.  All participants had normal or corrected-to-normal vision when training with the MM application, however, those participants who wore glasses elected to remove them for the VR training session.  These four participants did not report any vision difficulties.

B.  Materials and Tasks



Description of the Multimedia System.  An IBM ThinkPad 755CX laptop computer with an Internet connection (to access a local server) was used for all sessions.  Netscape 3.0 for Windows 95 was installed on the ThinkPad to view the training applications.  QuickTime and Macromedia Shockwave plug-ins were installed within Netscape to allow the video clips and self-tests to be accessed and viewed.  Audio was not available on the laptop due to system interference.



The MM training applications were interactive, menu- and button-driven World Wide Web (Web) sites written in HyperText Markup Language (HTML) and JavaScript.  Netscape was used to present the MM applications since the developers were experienced in Web implementation  and this would allow for rapid software programming.  In addition, the Web server was utilized to track usage statistics through the server log (such as which MM features were accessed and the order of access).  The applications consisted of a screen divided into three parts:  (1) a self-test button and three pull-down menus across the top that lead to:  sections of the text procedure (“Procedure”), help materials (“Help”), and multimedia training aids (“Training Aids”); (2) a left-hand window which displayed the task procedures; and (3) a right-hand window which displayed the previously mentioned Training Aids (see Figure 1).  For a more detailed description of the multimedia training application see Appendix A.



Description of the Virtual Reality System.  The VR system developed for this project sought to include the features recommended by Psotka,1995 (refer to end of page 3 for these recommendations).  Two Cybergloves (Virtual Technologies, Palo Alto, CA); four magnetic trackers (Ascension Technology Corporation, Burlington, VT) ; and a head-mounted display (Virtual Research Systems Inc, Santa Clara, CA) were used for the VR sessions (see Figure 2).  The data gloves were commercial-off-the-shelf hardware instrumented to capture information on the angles of each of the joints of each finger and thumb on each hand.  The magnetic trackers recorded the position and orientation of the participant’s upper body.  One tracker was attached to each of the following locations:  back of each hand, base of the neck (shirt collar), and top of the head mounted display.  Using an inverse kinematics algorithm developed at the University of Pennsylvania (Zhao, Badler, 1989), the position of the various joint chains were computed.  The head mounted display consisted of a pair of goggles with video screens which present synchronized video images to each eye.  Data from the trackers and data gloves allowed the participant to see their hands and arms in the environment, to determine when contact has been made with a specific item, and to move a virtual item that has been grasped.  In addition, as the user moves his arms, waist, head, and hands, the model adjusts the perspective accordingly.  This allows the user to "become" a model and vicariously see from that perspective.  
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Figure � SEQ Figure \* ARABIC �1�: A sample screen for the MM training material.



The user is also enabled to grasp, move and orient objects during assembly tasks.  To allow for this type of interaction, a real-time collision detection algorithm was incorporated into the VR system (Cohen, Lin, Manocha, Ponamgi, 1995).  The heuristics of how the different objects behave when touched is also modeled.  In addition, sound clips (a "tutor") are used at various points in the simulation to teach the user about the tasks to be completed.  For a more detailed description of the VR equipment, see Appendix B.



The VR session had two features: a user-controlled  animation and a virtual simulation; both features included audio messages. The animation allowed the participant to see how each of the task steps was to be performed.  Each step of the animation was played when a two finger pointing gesture was made with the left hand.  The virtual simulation feature allowed the participant to perform the task in the virtual environment.  The participant performed the task one step at a time, in the correct order, by grasping an object with either hand.  In addition, audio messages were cued at the completion of each step which informed the participant of the next step and provided detailed information.  These audio messages were played throughout both the animation and simulation.





 ��



Figure � SEQ Figure \* ARABIC �2�: A participant using the VR equipment.



Using certain natural gestures of the body and hands, the user is able to navigate inside the environment.  The system read certain body gestures which triggered different system responses. See Table 1 for a summary.  Grasping with the right hand started the operations of the VR system. Grasping with either hand enabled the participant to manipulate objects in the VR world. Two finger pointing (index and middle simultaneously) either enabled the participant to cycle through an animation (when using the left hand), or reset the virtual body to the original position (when using the right hand).  During the virtual simulation phase, pointing with the left hand also reset the virtual body to the original default location.  Bending forward at the waist moved the participant forwards in the direction they were looking.  Moving backwards at the waist moved the participant backwards from the direction they faced.  The system is rate controlled so that the more the participant extended their body, the faster they moved.  The participant was also able to turn his/her head left and right up to a threshold point.  When this point was reached, the system assisted the user by rotating the model’s body about a fixed point in the direction of this neck rotation.  



Description of the Tasks.  The tasks used for the test sessions addressed two different types of  skills: physical/motor and cognitive/perceptual.  They were selected to provide novel but realistic procedures that might be performed during space flight missions.  Participants indicated they did not have any previous experience or training with these tasks.  One task, shown in Figure 3, was an assembly procedure involving a Graphical Retrieval and Information Display (GRiD) laptop computer.  The GRiD laptop computer had served as a Payload and General Support Computer (PGSC) on the Shuttle.  Participants received a disassembled computer and were tasked with assembling various components and connections. 







SUMMARY OF VR CONTROLS



Bend forward at the waist = 	This will allow you to move forward in the direction that 		you are gazing. This is rate controlled, not position.



Bend backward at the waist =  This will allow you to move backward in the direction 					  that you are gazing.  Also rate controlled.



Turn your head left or right =  If the system thinks that you are straining your neck, it 					 rotates your model’s body in the direction you have 

				 turned your head.



Grasping motion = 		When a fist is made with either hand, the object that you 					have collided your hand with will be placed in your hand.  					You are then free to move the object.



Note:  You can grab an object with either hand, but not both simultaneously.  



Pointing motion (with two fingers—index and middle)  left hand = 

		Animation:	Cycles you through the animation steps. Note that this 					feature is disabled when the user starts to grab an item for 					placement.

	Virtual Simulation:	Resets you to your initial configuration.



Pointing motion (with two fingers—index and middle)  right hand = 

		Animation:	Resets you to your initial configuration.

	Virtual Simulation: 	Resets you to your initial configuration, same as using the 					left hand.





Table � SEQ Table \* ARABIC �1�: A summary of the gestures used during the VR session.



The Fluke Scopemeter, shown in Figure 4, is a versatile device which can function as an oscilloscope as well as a meter for various electrical readings (e.g., voltage, current, etc.).  The device consists of the Scopemeter unit itself, a power supply, and two probes.  Participants were tasked to perform a specific set of procedures using the Scopemeter and accessories to take a voltage self-diagnostic.
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			(A)						(B)

Figure � SEQ Figure \* ARABIC �3�: The GRiD computer: (A) assembled and (B) partially assembled.



Description of the Questionnaires.  Participants were asked to complete a background questionnaire to assess the usability of the VR equipment and their familiarity with MM, VR, and CBTs (see Appendix D).  They were also asked to complete a questionnaire to assess their learning preference, whether it be visual, auditory, kinesthetic, or some combination.  This questionnaire, developed by the Center for New Discoveries in Learning, was found on the internet at:  http://www.howtolearn.com.  The questionnaire asked participants to check those statements that referred to them, and would then compute their learning style based on the items indicated (see Appendix E).  The questionnaire was given to participants in paper format and was returned to the test conductor who entered the information into the web site.  The learning style of each participant was known only to the test conductor.



Questionnaires were also developed to assess the usability and acceptability of each training/task combination.  (See appendix F for copies of these questionnaires).  In addition, participants were asked to complete a comprehensive questionnaire allowing them to compare and contrast their experience with each training application, and the features of each (see Appendix G).
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						(A)

��

		(B)						(C )

Figure � SEQ Figure \* ARABIC �4�: (A)  The Fluke Scopemeter.  (B) A model being controlled to operate a scope meter to measure a test voltage.  (C ) View from participant's left eye.



C. Experimental Design



The tasks and training types were counterbalanced across participants.  Table 2 shows the number of participants in each of the four conditions.  Six participants were trained in the assembly of the GRiD computer using MM and in the use of the Scopemeter using VR.  The other six participants were trained in the assembly the GRiD computer using VR and in the use of the Scopemeter using MM.  Within each group of six, the order of the training was counterbalanced, so that three participants trained with MM in their first session, while the other three trained with VR during their first session.  Of the three participants in each condition, one was classified as a highly visual learner, one as auditory , and one as  kinesthetic.



The independent variables were task type (physical and cognitive) and training type (MM and VR).  The dependent variables were time to perform the training, time to perform the task, number of errors committed in the actual task, number of times VR features were used, number of times MM features were used, and subjective ratings of feature usefulness in the training materials.



During MM training, the software collected information on time spent on each page, sequence of pages, and other options (e.g., figures, videos) accessed.  During VR training, once the equipment was properly donned and calibrated, the software recorded the time spent reviewing each specific portion of the training and also timing details about each procedure step.





Condition �Session #�Training Type�Task�# of Participants��1�1�MM�GRiD�3���2�VR�Scopemeter���2�1�MM�Scopemeter�3���2�VR�GRiD���3�1�VR�Scopemeter�3���2�MM�GRiD���4�1�VR�GRiD�3���2�MM�Scopemeter���

Table � SEQ Table \* ARABIC �2�: A description of each condition and the number of participants in each.



The training and actual task performance were videotaped.  The task was observed and performance times recorded by at least one member of the project team.  The final success or failure of the task performance was also noted.  After each session, videotapes were analyzed as necessary to identify the number of times participants went back to training features, time on individual task steps, and task errors.

D.  Procedure



Participants were asked to complete a background questionnaire which ascertained any physical limitations that might preclude these volunteers from participating, i.e., wearing a pacemaker, or recent or chronic neck injury; as well as their background with VR, MM, and CBTs.  In addition, participants completed a learning style questionnaire which was used to divide participants into three categories:  visual, auditory, or kinesthetic.  Some participants who were strong in both the visual and auditory learning styles or the kinesthetic and auditory learning styles were placed in the auditory learning style category for counterbalancing purposes.



Each participant was scheduled for three sessions over a period of two to three days.  All sessions took place in the Graphics Research and Analysis Facility (GRAF) at NASA JSC.  The first session consisted of preliminary training, during which the participants were familiarized with the available features of the MM application and the VR system and components.  Both applications were similar to the versions used during the actual project sessions, however, the familiarization sessions were performed with a task that was not used during the actual test sessions so as to not confound the in-situ training process.  During the familiarization sessions for both the MM application and the VR system, assembly of the Advanced Lower Body Extremities Restraint Test (ALBERT), a leg restraint used on the Shuttle, was used as the task.  Participants explored all features of the MM and VR training applications, which were designed to train them on the assembly of the ALBERT; however they did not actually perform the assembly task.  These sessions were self-paced and sufficiency of familiarization on the applications was determined by the participant.



The second and third sessions consisted of the actual testing sessions, in which participants were given 1.5 hours to train on a task and then perform it without referring to the training materials.  One session entailed training with MM and the other entailed training with VR, as explained in the previous section.  During test sessions, the test conductors were present nearby; however, participants were encouraged to perform the training using only the application provided.  Each was advised to ask questions regarding the use of the training application only, not the task itself.  Participants were instructed to study the procedures until they felt confident in their ability to perform the task.  During this training phase, the actual task materials were not available to the participant.  When the participant decided he/she was ready to perform the task, the training equipment was removed, the task materials placed on a work table, and the participant performed the task.  They were instructed to perform the task as quickly and accurately as possible.



Multimedia Testing.  For the MM training session, participants were provided with computer displayed introductory text, which explained the nature of the task to be performed and provided a reminder on the use of the training software.  Participants were instructed to view whichever features they preferred, in any order, and as often as they desired.  Participants were also instructed to access the interactive self-test once they felt that the task had been learned completely through viewing the other MM features.  Upon completion of the training, the participant notified the test conductor, who removed the MM materials and had the participant begin the actual task.  



Virtual Reality Testing.  For the VR training session, participants were reminded of the techniques by which to use the equipment and its features, and then the test conductors aided the participants in donning the equipment.  Participants viewed the animation portion of the application first, and were then allowed to repeat this animation as many times as desired.  After viewing the animation at least once, participants viewed the virtual simulation and were also allowed to repeat this portion of the training as often as desired.  Participants were informed that they could remove the equipment at any time if any discomfort was experienced.  After the participant felt that he/she learned the task, the VR equipment was removed by the test conductor and the participant was brought into an adjacent room to begin the task.



After each training/task combination, participants completed questionnaires which examined the usability and acceptability of each training technique and its available features.  In addition, upon completion of both sessions, a comprehensive questionnaire concerning the comparison of different techniques for different tasks was administered.  Finally, participants were provided an explanation of the background of this demonstration, and were invited to provide comments on the training methods or tasks. 

III.  RESULTS



Of the twelve participants, four had previous experience in training with an MM application.  In addition, six rated themselves as expert Windows 95 and Web users, four indicated they were intermediate users, and two indicated they were novice users.  All had little or no experience using a Track Point cursor control device.  All twelve participants had little or no previous experience with VR.  Two participants indicated that they felt some slight disorientation after VR participation.



Analyses of Variance (ANOVAs) were performed for training time, task time, and errors.  The questionnaires were analyzed with descriptive statistics for the rating scales, and the open-ended questions soliciting opinions and suggestions were tabulated and analyzed.

A. Comparison of  Multimedia and Virtual Reality



Training Time.  Training time was recorded from the time the participant began the MM or VR session until the time the test conductor was notified of their completion.  Table 3 shows the average training times for each training/task combination.  Average training time for the MM sessions, 46.46 minutes (SD = 17.89), was significantly greater than the average training time for the VR sessions, 22.75 minutes (SD = 7.17), F (1, 22) = 18.15, p = .0003.  When examining training times for the GRiD task only, the average MM training time of 49.42 minutes (SD = 19.58), was significantly greater than the average VR training time of 20.33 minutes (SD = 7.00), F (1, 10) = 11.73, p = .006.  Similarly, the average MM Scopemeter training time of 43.50 minutes (SD = 17.31) was significantly greater than that of the VR Scopemeter training time of 25.17 minutes (SD = 7.08), F (1, 10) = 5.76, p = .03. These results, and the large differences seen in the standard deviations between MM and VR, were expected since the MM sessions were completely self-paced.  Though the frequency with which features were repeated in the VR sessions was participant-driven, the duration of time spent on each feature was greatly dependent on the VR software.



Task Time.  Time to complete the task was recorded from the time the participant began performing the procedure until they completed the last step.  Table 3 shows the average task times for each training/task combination.  The average time taken to perform the tasks did not vary greatly across training type.  The average MM task time overall was 11.75 minutes (SD = 8.56) while the average VR task time overall was 14.10 minutes (SD = 9.27); this difference was not significant, F (1, 22) < 1. This result was also expected since participants were told to move onto the next step if unable to remember the correct procedure at a specific point in the task.  Therefore, insufficient training would not be revealed through the time it took to perform the task.



Errors.  An error was recorded by the test conductor if the participant performed a step incorrectly, omitted a step in the procedure, or could not recall the next step and asked for assistance (appropriate for Scopemeter task only).  Steps performed correctly but out of order were referred to as “incorrect order errors” and were not included in the error analyses.  Table 3 shows the average number of errors for each training/task combination.





Training�Task�Training Time�Task Time�Errors��������Multimedia�GRiD�49.4 min.�20 min.�0.7��������Virtual Reality�GRiD�20.3 min.�22 min.�2.8��������������Multimedia�Scopemeter�43.5 min.�4 min.�1.3��������Virtual Reality�Scopemeter�25.2 min.�6.5 min. *�4.7��������* One time of 18 minutes included

Table � SEQ Table \* ARABIC �3�: The average training times, task times, and errors for each training/task combination.



The average number of errors for VR sessions, 3.75 (SD = 1.54), was significantly greater than the average number of errors for the MM sessions, 1.00 (SD = 1.04),  F (1, 22) = 26.10, p = .00004.  When examining errors on each of the tasks separately, this difference remained for both tasks.  The average number of errors on the GRiD task was significantly greater for the VR sessions, 2.83 (SD = 1.47) than for the MM sessions, 0.67 (SD = 0.82), F (1, 10) = 9.94, p = .01.  Similarly, the average number of errors for the Scopemeter task was significantly greater for the VR sessions, 4.67 (SD = 1.03) than for the MM sessions 1.33 (SD = 1.21), F (1, 10) = 26.32, p = .0004.



Table 4 shows the errors made on each task as well as the number of participants who made each error.  In examining the types of errors made, it was found that most errors on the GRiD task, for participants who trained with VR, were those items which were only mentioned auditorily.  That is, the task steps were not represented visually in the VR environment due to system constraints (see Appendix B for a more detailed description).  For example, the procedure step “the screw going into the back left corner of the circuit board must be slipped through this washer before it is screwed into the circuit board”  -- error recorded in Table 4 as “did not connect monitor cable and/or washer” -- was heard by the VR participants, but not shown.  Conversely, participants trained on MM for the GRiD task were able to read this step at their own pace to gain a better understanding, as well as view a “pop-up” window containing a line drawing of the procedure.  The most frequent error on the Scopemeter task for the VR training, connecting one of the auxiliary probes into the proper input channel, was also not displayed visually.  It is apparent from these results that having the procedures represented in more than one style of presentation enhances performance.





VR GRiD ERRORS�Freq.�MM GRiD ERRORS�Freq.��did not connect monitor cable and/ or washer�5�put red tab on backwards�1��used wrong back screws�3�left red tab off�1��left red tab off�3�used wrong back screws�1��left keyboard tabs off�3����left white cables off�1����incorrect placement of keyboard braces�1���������incorrect order�1�incorrect order�1��NONE�0�NONE�3��VR SCOPE ERRORS�Freq.�MM SCOPE ERRORS�Freq.��plug into wrong input �5�plug into wrong input�3��forgot Generate On menu�4�did not reset�3��forgot submenu button�4�forgot Input B button�1��forgot Input B button�3�forgot to turn Input B off�1��forgot Scope button�3����did not reset�2����forgot second Scope button �1����forgot special function button�1����forgot Generate menu�1����forgot to close Generate window�1����forgot when to use cursors�1���������incorrect order�1�incorrect order�0��NONE�0�NONE�1��

Table � SEQ Table \* ARABIC �4�: Types of errors made on each task by frequency of occurrence.



Subjective data.  The subjective questionnaire responses were consistent with the objective findings.  Figure 5 shows the average ratings for both the GRiD and Scopemeter MM training for selected questions.  The amount of information provided during training was given an average rating of 4.0 for the GRiD training and 4.5 for the Scopemeter, representing a response of “just right.”  Difficulty of understanding the task instructions was rated as acceptable for both the GRiD and Scopemeter training (average ratings of 5.2 and 4.8, respectively).  In addition, legibility of the instructions on the computer screen was rated as highly acceptable for both the GRiD and Scopemeter training aides (average ratings of 6.7 and 6.0, respectively).  Ease of performing the task after training was rated as highly acceptable for the GRiD task (average rating of 6.2), but was rated slightly lower for the Scopemeter task (average rating of 4.8).  This was reflected in the number of errors committed by participants.  Furthermore, the acceptability of the number of errors committed while performing the task was rated as highly acceptable for the GRiD task (average rating of 6.7), but only slightly above neutral for the Scopemeter task (average rating of 4.5).  Finally, time to complete the tasks were given neutral ratings for both tasks (average ratings of 4.0 and 4.2, respectively).





��

* For these questions a rating of “4” represented a response of “just right”



Figure � SEQ Figure \* ARABIC �5�: MM subjective questions and average ratings.  7 = Completely Acceptable;



Figure 6 shows the average ratings for both the GRiD and Scopemeter VR training for selected questions.  The amount of information provided during training was given an average rating of 4.3 for the GRiD training, representing a response of “just right,” and 2.8 for the Scopemeter training, representing a response of unacceptable.  Comments from participants after the Scopemeter VR training indicated that the lack of background information on the tool hindered performance.  Detailed background information on the device itself was not provided in the training sessions since the main objective was just-in-time learning of a particular task.  Understanding the VR instructions and the difficulty of donning and adjusting the VR equipment was rated as acceptable for both the GRiD and Scopemeter training (average ratings of  5.2, 5.2, 5.0 and 5.3, respectively).  The difficulty of using the pointing gesture was rated as acceptable (average rating of 4.7) for the GRiD training, but as unacceptable (average rating of 3.3) for the Scopemeter training.  Participants commented that the closely spaced, small “buttons” on the virtual Scopemeter were difficult to activate.  In addition, the difficulty of “grasping” and moving objects in the VR environment were rated as neutral and slightly below neutral for the GRiD task.  These actions did not apply to the Scopemeter training.  Ease of performing the task after training was rated as neutral for the GRiD task (average rating of 3.7), but was rated as unacceptable for the Scopemeter task (average rating of 2.3).  This was reflected in the number of errors committed by participants.  Furthermore, the acceptability of the number of errors while performing the task was rated as unacceptable for both the GRiD and Scopemeter training (average ratings of 3.2 and 3.0, respectively).  Finally, time to complete the tasks were given neutral ratings for both tasks (average ratings of 4.3 for both).
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Figure � SEQ Figure \* ARABIC �6�: VR subjective questions and average ratings.  7 = Completely Acceptable;



B.  Multimedia Features Used



Objective data.  The MM features viewed for the longest amount of time were similar for the two tasks.  For the GRiD assembly, video was viewed the most (average of 6:44 min.), followed closely by the self-test (average of 6:36 min.), and then photos (average of 2:02 min.) (see Table 5).  For the Scopemeter instrumentation task, the self-test was viewed for the longest amount of time (average of 15:14 min.), followed by animation (average of 6:15 min.), which was substituted for video in this task, and cue cards (average of 2:24 min.) (see Table 6).  These results are similar to those found with previous MM demonstrations in the LMLSTP where video and photo features were viewed most often.





GRiD page�AVERAGE    (min:sec)�min.�max.��video�6:44�0:42�18:51��self-test�6:36�4:10�14:09��photos�2:02�0:25�3:34��text procedures�1:55�0�6:29��cue cards�1:22�0�5:24��diagrams�1:14�0�4:05��pop-up windows�1:03�0�5:52��intro/tips/overview�0:57�0�3:22��

Table � SEQ Table \* ARABIC �5�: The average, minimum, and maximum amount of time spent on each MM feature available for the GRiD task.



Scopemeter page�AVERAGE    (min:sec)�min.�max.��self-test�15:14�2:45�31:56��animation�6:15�0�14:31��cue cards�2:24�0�4:59��intro/tips/overview�1:27�0�10:58��text procedures�1:22�0�4:22��photos�1:07�0�2:18��pop-up windows�0:48�0�3:47��diagrams�0:30�0�5:38��

Table � SEQ Table \* ARABIC �6�: The average, minimum, and maximum amount of time spent on each MM feature available for the Scopemeter task.



The average number of times that a MM feature was “revisited” -- viewed more than once -- was also used to calculate the features utilized most often.  Revisits were used to determine those features most helpful in training since they were also rated highly by participants (as discussed in the following section).  For the GRiD assembly task, the text procedures were revisited most frequently (an average of 2 times) (see Table 7).  It is interesting to note that the features which participants spent the most time viewing were not necessarily the features visited most often.  This may be due to the fact that these features took the longest to view (i.e., watching an entire video clip would take approximately two minutes).  Conversely, the features revisited most often for the Scopemeter task, the self-test and animation (average revisits of 5 and 2, respectively), were the same features that were viewed for the longest duration (see Table 8).  It is interesting to note that two of the six Scopemeter MM participants revisited the self-test over 12 times each.  Similarly, two of the six Scopemeter MM participants revisited the animation over 6 times each.  In contrast to the findings of the previous MM LMLSTP demonstrations, participants here viewed most of the features once, but then concentrated on one or two features as the primary means for learning.



GRiD features�AVERAGE�min.�max.��text procedures�2�0�4��diagrams�1�0�2��photos�1�0�4��video�1�0�4��self-test�1�0�2��intro/tips/overview�0�0�1��cue cards�0�0�2��pop-up windows�0�0�1��

Table � SEQ Table \* ARABIC �7�: The average, minimum, and maximum amount of times GRiD features were revisited.



SCOPE features�AVERAGE �min.�max.��self-test�5�0�13��animation�2�0�7��text procedures�1�0�4��cue cards�1�0�2��intro/tips/overview�0�0�1��diagrams�0�0�3��photos�0�0�1��pop-up windows�0�0�1��

Table � SEQ Table \* ARABIC �8�: The average, minimum, and maximum amount of times Scopemeter features were revisited.



The MM self-test component was of particular interest in this study due to its similarity to an immersion-free VR simulation.  During each use of the self-test feature, the computer recorded the number and types of errors committed by each participant.  For the GRiD assembly task, the average number of errors per self-test was 2.2.  The most frequent errors included moving the circuit board into place before the fan unit (7 errors), moving the monitor to the correct location before the white cables (7 errors), and moving the back cover into place prior to the circuit board (4 errors).  None of these errors were seen during the actual task performance.  Therefore, it can be concluded that performance was aided by training with a self-test component.



For the Scopemeter self-test, the average number of errors per self-test was 5.1.  The most frequent errors committed were clicking on a button that is never used (19 errors), clicking on the Scopemeter button at the wrong time (17 errors), and clicking on the Submenu button at the wrong time (10 errors).  These errors were also not reflected in performance on the actual task.  In addition, the Scopemeter self-test included a “Help” feature to direct the participant to the correct button/action.  The “Help” button was used an average of 2.6 times per self-test.  In examining the performance of participants on the actual task, it is clear that the addition of the self-test feature greatly enhanced their knowledge of the procedure.



Subjective data.  Subjective questionnaire responses were again consistent with the objective findings.  Figure 7 shows the average ratings for both the GRiD and Scopemeter training for selected questions about the MM features.  For GRiD training, the features rated to be most useful were the video (average rating of 7.0), cue cards (average rating of 6.3), and the self-test (average rating of 6.0).  Both the video and the self-test were the features used for the longest amount of time.  In addition, the ability to move back and forth through various steps in the text procedures was rated as highly useful (average rating of 6.8).  The features rated as least useful for the GRiD training were the diagrams of the computer (average rating of 4.5) and the “pop-up” windows displaying graphical representations of particular steps (average rating of 4.7).  However, all features had average ratings in the “acceptable” range (4.5 or above).



For Scopemeter training, the MM features rated as most useful were the “pop-up” windows and the self-test (average ratings of 6.0 for each).  Both the cue cards and animation were also rated highly (average ratings of 5.8 for each).  The features rated as highly useful correspond with the features visited most often and used for the longest duration.  Again, the ability to move between various steps of the text procedure was rated as highly useful (average rating of 6.2).  The features rated the least useful for Scopemeter training were the Software Hints and Assembly Tips (average ratings of 4.2 and 4.8, respectively).  However, all features were rated above neutral.



C.  Virtual Reality Features Used



Objective data.  The VR system included two features that participants could repeat as often as necessary, animation and virtual simulation.  For GRiD training, the animation, where the participant is a passive observer of the task procedures, was viewed an average of 1.8 times for an average of 11.5 minutes (see Table 9).  The most number of times the animation was viewed during one session was four, the least was one.  For the Scopemeter training, the animation was viewed an average of 2.5 times for an average of 13.8 minutes.  The most number of times the animation was viewed was three, the least was once.  The time taken for each animation session was more software-driven than participant-driven, and therefore, differences in average time taken to complete the session were not large.  Differences were seen, though, in the number of times the animation was repeated for each of the training applications.  The majority of participants viewed the GRiD animation only once, while the majority of participants viewed the Scopemeter animation three times.  
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Figure � SEQ Figure \* ARABIC �7�: MM subjective questions and average ratings for the usefulness of various features.  7 = Completely Acceptable; 4 = Neutral; 1 = Completely Unacceptable.



The virtual simulation, where the participant is an active participant in virtually performing the procedures, was viewed an average of 1.7 times for an average of 8.8 minutes during the GRiD training sessions.  For all but one participant, the GRiD virtual simulation was viewed only once. The virtual simulation was viewed an average of 1.5 times for Scopemeter training for an average of 11.3 minutes.  All participants viewed the Scopemeter virtual simulation either once or twice.  The time taken for each virtual simulation was dependent on the VR performance of the participant.  It is not surprising that participants spent more time on average with the Scopemeter virtual simulation than the GRiD simulation.  Comments provided after the Scopemeter task indicated that participants had a more difficult time “activating” Scopemeter buttons in the virtual simulation than moving the GRiD pieces.

�

�Animation��Simulation���Task Training�ave. time     (min.)�ave. # of viewings�ave. time    (min.)�ave. # of viewings��������GRiD�11.5�1.8�8.8�1.7��������Scopemeter�13.8�2.5�11.3�1.5��

Table � SEQ Table \* ARABIC �9�: Average amount of time and number of times the VR features were viewed.

Subjective data.  Figure 8 shows the average ratings for both the GRiD and Scopemeter training for selected questions about the VR features. The feature rated to be the most useful in GRiD training was the animation (average rating of 6.0).  However, the virtual simulation was also rated as acceptable (average rating of 5.2).  Being able to repeat both the animation and the virtual simulation were also rated highly (average rating of 5.3 for both).  The usefulness of navigating around objects was rated as acceptable (average rating of 4.5), however the ease of navigating was rated as unacceptable (average rating of 3.3)  The usefulness of auditory input for both animation and virtual simulation were rated as unacceptable (average ratings of 3.5 and 2.8, respectively).
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Figure � SEQ Figure \* ARABIC �8�: VR subjective questions and average ratings for the usefulness of various features.  7 = Completely Acceptable; 4 = Neutral; 1 = Completely Unacceptable.  



The VR feature rated the most useful in Scopemeter training was also the animation (average rating of 5.5), however, unlike GRiD training, usefulness of the virtual simulation for the Scopemeter was rated as unacceptable (average rating of 3.0).  As mentioned previously, participants experienced trouble “activating” Scopemeter buttons in the virtual simulation.  Furthermore, the main objective for this task was to recall a sequence of buttons, and participants commented that performing the action virtually interfered with their rehearsal/encoding of the button identity.  Similarly, the ability to repeat the animation was rated much higher (average rating of 6.3), than the ability to repeat the virtual simulation (average rating of 4.5), even though they were both rated as acceptable.  The usefulness and ease of navigation were used only rarely for this training session, which may explain the unacceptable ratings given (average ratings of 2.8 for both).  The usefulness of the auditory input was also rated higher for the animation portion of the training than the virtual simulation (average ratings of 5.0 and 3.0, respectively).  This, again, may be due to participants’ attempting to rehearse the button presses during the virtual simulation while actively tuning-out the auditory message.

D. Learning Style and Performance Strategies.



Learning style is generally given as one of three types:  visual, kinesthetic, or auditory.  The visual style refers to a preference for graphics and text; a kinesthetic learner prefers a hands-on style (e.g. learning by doing); and the auditory style reflects a preference for speech and lectures.  Of the twelve participants, five possessed a strong visual learning style(one was also highly auditory), five had a strong kinesthetic learning style (one was also highly auditory), one had a strong auditory learning style, and one was equally visual, auditory, and kinesthetic.  



Learning Style and Multimedia.  The most amount of time spent on MM training was found for the visual learners (average of 56.5 minutes, as compared to 43.8 and 39.1 minutes for the kinesthetic and auditory learners, respectively).  It is interesting to note that the MM application did not contain audio, and the least amount of time spent with the application was by auditory learners.  This result was even more pronounced when examining data for the GRiD training only.



Task times indicate that participants who spent the most time training took the least amount of time to perform the task.  This is to be expected if training is successful, and in this way, it is important to ensure that training is adequate for all types of learning styles.  The number of errors was not greatly affected by the participants’ learning styles.  However, it is interesting to note that for the Scopemeter task, both participants who performed the task without error were visual learners.



An examination of the subjective questionnaire ratings showed some differences among the three learning styles in terms of the usefulness of various multimedia features.  For the GRiD task, the usefulness of the diagram and the self-test were rated highest by kinesthetic learners.  This data was supported by the amount of time spent viewing each page, as well as the number of revisits.  These features most adequately represent a learning-by-doing style within a multimedia application.  For the Scopemeter task, the usefulness of the animation was rated highest by visual learners and lowest by kinesthetic learners.  This is not surprising since the visual nature of the animation would benefit the learning strategies of visual learners.  Similar to the GRiD task, the Scopemeter self-test was rated highest by the kinesthetic learners.  Since the self-test required clicking on Scopemeter buttons using the cursor control device, the kinesthetic learning strategy would benefit more from this action than watching the animation.  These data were also supported by the amount of time spent viewing each page and by the number of revisits.



Learning Style and Virtual Reality.  The most amount of time spent with VR training was by a visual learner (37 minutes), while the least amount of time spent training with VR was by an auditory learner (12 minutes).  This pattern was consistent across participants as well as the two tasks.  For the GRiD task, the different learning styles spent approximately an equal amount of time with the animation and virtual simulation portions of the training.  This was surprising since one might expect kinesthetic learners to spend a greater amount of time in the virtual simulation phase.  For the Scopemeter task, visual learners spent more time watching the animation while auditory learners spent more time with the virtual simulation.  No differences were found between these virtual reality features for kinesthetic learners.  This result was not surprising for this task, since not much “movement” was required.  



Both task time and number of errors committed were influenced by learning style and the task to be performed.  For the GRiD task, kinesthetic learners performed the task in the least amount of time (average of 17 minutes), while the most amount of time was taken by auditory learners (average of 25 minutes).  This result is not surprising since the kinesthetic learners received a greater benefit by “performing” the task virtually.  No differences were found among learning styles for task time in the Scopemeter task.  The most number of errors for the GRiD task (average of 4) were committed by visual learners.  As discussed previously, most of the errors in this task were for information not included visually.  The least amount of errors (average of 2) were committed by kinesthetic learners.  Conversely, for the Scopemeter task, the highest number of errors (average of 5.5) were committed by the kinesthetic learners.  This finding coincides with comments that the Scopemeter buttons in the VR environment were difficult to activate.  Thus, the kinesthetic learning process might have been hindered by the difficulty of making simple hand/arm movements in the VR environment.  The lowest number of errors (average of 4) were committed by the visual learners.  Comments indicated that participants were able to adequately memorize the visual pattern of button presses.  An examination of the subjective questionnaires did not show any large differences in VR feature ratings among the visual, auditory, and kinesthetic learners.  



Performance Strategies.  The general strategy across subjects for learning how to perform each task with the MM training tool was to review the text procedures for familiarization, view the various features to determine which would be the most helpful, and to use the videos or self-test to learn the procedure.  The video was the predominant feature used in the GRiD training, while the self-test was the feature utilized the most in the Scopemeter training.  Also, a number of participants indicated that they simultaneously read procedure descriptions while viewing the video or animation, stopping the video or animation between steps to ensure absorption of the information.  Many participants also used the cue cards as a review prior to and after performing the self-test.



Performance strategies with the VR system depended upon the task.  While training for the GRiD task, the majority of participants watched the animation, performed the virtual simulation, and then repeated the virtual simulation.  However, for the Scopemeter task, the most common strategy was to watch the animation, perform the virtual simulation, and repeat the animation several times.

IV.  DISCUSSION



A majority of the participants commented that training for an assembly task involving gross physical movements, such as the GRiD computer, was sufficient with both the MM and VR.  This is reflected in both the number of errors committed on the task, as well as participants’ subjective ratings of each training method.  For training with an MM application, the video and self-test were the features used the most, and were rated the highest on subjective questionnaires.  With the VR training, participants felt that the virtual simulation was the feature that best helped them to perform the task.



MM training for an instrumentation task involving cognitive/perceptual abilities, such as the Scopemeter, was found to be adequate.  The self-test, cue cards, and pop-up windows were the features that participants felt best aided their performance.  On the other hand, the VR training was found by many participants to be difficult and overwhelming for this type of task.  One participant commented that VR was an unsuitable medium for Scopemeter training since its size and price would allow training with the real unit, the task of learning body movement in the VR environment was irrelevant and more difficult than the actual task, and the extra effort required to manipulate such a large model was a distraction to meeting the performance objectives.  In this way, the VR feature found to be the most helpful was the animation where subjects could visually watch and memorize the button pattern.



It is obvious that some features are better suited for training of some tasks over others.  However, for both types of task, the MM self-test was found to be a useful feature.  It can be said that the self-test aided performance since errors committed on the self-test were not later committed on the actual task.  In addition, participants’ commented that the self-test made them feel more confident about their performance.  

V.  CONCLUSIONS



Several preliminary conclusions can be drawn from this demonstration project.  The MM features found to be the most useful across the two tasks were the text, the video, and the self-test.  However, some features were used more often with the physical assembly task and others with the cognitive instrumentation task.  Therefore, a variety of features should be available to suit the task to be performed, as well as to accommodate the various learning style preferences of the users.



Some recommended modifications to the MM training application included:  (1) adding audio instructions to the video/animation; (2) increasing the size of the video-clip window; and (3) placing all non-text materials in a different window from the text.  In addition, participants felt that the inclusion of a more detailed overview page explaining more about the task, the instrument to be used, and the purpose of each step would have greatly improved their performance and retention.  In this project, however, our goal was to examine a just-in-time training situation where operators may not be familiar with the use of a particular tool, yet they must learn it to perform a task.  But it should be noted that a goal of future training applications should be to present as much about the tool to be used as possible.



The usefulness of the VR features greatly depended on the type of task.  However, participants agreed, overall, that before VR can be used effectively for small or detailed tasks, a more high fidelity interface would need to be utilized, including higher resolution, the ability to present text, and touch sensing.  In addition, participants felt that the audio in VR was distracting because it was difficult to pay attention to what was seen and what was heard at the same time.  It was suggested that the audio should be used to support things that are seen and done in the VR environment, instead of explaining things that are not seen.



Furthermore, users would need to be more familiar with the use of the system, i.e., have more training time.  Participants commented that one distraction from learning in the VR training was the additional load of learning to move through the VR environment.  One participant commented that, “a lot of time was wasted trying to make the correct motions instead of focusing on the actual instruction.  However, once this is overcome the training is fully engaging and captures all of your attention.”



Specific modifications to this VR training application which were suggested by participants included:  (1) modifying the audio track to play more slowly and only during times when no other action was happening; (2) adding the ability to repeat a step before moving onto the next; and (3) providing more explanation of how the device would be used and what each step would accomplish.



When asked to think about future applications for these training tools, participants commented that the features which would be the most helpful depended on the size of the object.  For example, if the object could fit on a tabletop, the most useful features would be text narrative, videos, and self-test in MM.  Participants felt that the high cost of a VR system would be the most expensive option for training, and thus not necessarily the most cost-effective.  “A VR system would have to be much more comfortable to use and more realistic than the one used for this study in order to compete with the usefulness of a multimedia system.”  However, participants recognized that if the object is too large or expensive to replicate for training purposes, the most useful would be a VR simulation.  “VR body movement would be a perfect fit for tasks simulating weightlessness, tasks in space suits, or remote-control tasks such as robotics.”  “There is great power in VR for aerospace training.”



Overall, participants commented that they had an enjoyable experience with the demonstration project and that the comparison of MM and VR is an important direction of research.  “I think VR and MM are both valid training approaches.  VR gave me a better feel for actually performing the task, while MM gave me greater flexibility in how I learned to perform the task and provided me with the details I needed to perform the task.”  “I felt both methods could be very effective depending on the type of task”.  

VI. FUTURE WORK



There are obvious benefits in providing training environments that simulate tasks to be done in the harsher environments of space, so that glitches can be worked out before launch.  A challenge will be to recognize applications where the training mediums of MM and VR will be most effective.  This demonstration project was a small step towards that goal.



Further analysis of MM and VR features is needed for optimizing training material for various styles and preferences of individuals.  Using a larger number of participants would help to gain a better understanding of the interaction between task type, feature use, and learning style.  An additional direction of study would use both novice and experienced VR participants to assess the impact of the system’s complicated interface on learning.



Finally, a more advanced VR system could provide a more realistic training environment, however the benefits of this have yet to be demonstrated with these types of tasks.  How much would performance improve with the addition of more details, better resolution, text or photos, and force feedback?  Would any improvement in performance be worth the added cost?



Finally, a comprehensive study including paper procedures, audio communication, multimedia, and virtual reality needs to be performed to compare each of these methods in identical task scenarios.
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Appendix A: Description of the Multimedia Application







�Application Development



The MM applications were developed for a World Wide Web hypertext environment on a Macintosh Quadra desktop computer.  SimpleText, a text editor, was used to develop the HTML pages.  Adobe Photoshop and GIFConverter were used to create new graphics, manipulate scanned graphics, and format all of them for Web browsing.  Video was produced with a Hi-8 hand-held camera and digitized via a video capture board and formated for the Web.  The applications were optimized for presentation on a 755C IBM ThinkPad, since this would be the same computer used for participant training.  With such control, cross-platform color and resolution issues sometimes experienced with Web sites were eliminated.



The self-test was developed using Macromedia Director and saved in a Web-readable format known as Shockwave.  The self-test had a component which was invisible to the user; this component collected time and error data during the self-test and wrote them to a text file on the ThinkPad.  The server log could not record time and error data in this case, because user actions inside a Shockwave module are not available to the server.  This text file was saved after each session and provided important data that could not be obtained otherwise.



The UTAF Web server was built using a freeware program called Quid Pro Quo.  The server log collected raw usage data that the authors used to calculate various usability criteria, such as time elapsed during training and time spent on each page within the application.  



The Interface:  Pull-down Menus



The pull-down menu labeled “Procedures,” located at the top left of the screen, led the user to the text version of the task instructions.  The text procedures were broken into three numbered sets so that users did not have to scroll down a lengthy list of procedures.  Navigation through the text procedures was accomplished by buttons labeled “Continue,” “Go Back,” and “Back to Start” at the end of the text, or by selecting any set of procedures from the pull-down menu.  Hypertext links were embedded in the text where appropriate which led the user to “pop-up windows” providing them with a visual representation of the action described in the text.  The test procedures and pop-up windows appeared on the left side of the computer screen.



The pull-down menu labeled “Help,” located at the top center of the screen, led the user to two help features:  “Software Assistance” and “Troubleshooting Tips.”  Software assistance was an overview of the application itself, and was also viewed as the introductory screen when users first began the training.  The troubleshooting tips were helpful hints related to the procedure on which the user is training.  These help materials appeared on the right side of the computer screen.



Another pull-down menu labeled “Training Aids,” located at the right center of the screen, led the user to one of the hypermedia training aids:  “3D-model,” “Animations,” “Diagrams,” “Photographs,” and “Video.”  These materials appeared on the right side of the computer screen, so that text procedures and these representations could be viewed simultaneously.



The Interface:  Self-test Button



The self-test presented the user with a representation of the hardware and the user would manipulate the hardware interface with the mouse.  For the assembly task, the user would select the correct piece, in the correct order,  and drag and drop it into the correct location.  For the instrumentation task, the user would click on the instrument’s buttons in the correct order.  The self-test instrument’s display screen would also change to provide a representation of how the actual display screen would look after each button press.  In addition, a help button was available if the user did not know the next correct step.  Furthermore, for both self-tests, the user would get feedback in the form of an error message if they chose the wrong item (hardware piece or button) at the wrong time.



The applications consisted of a screen divided into three parts:  (1) a self-test button and three pull-down menus across the top that lead to:  sections of the text procedure (Procedure), help materials (Help), and multimedia training aids (Training Aids); (2) a left-hand window which displayed the task procedures; and (3) a right-hand window which displayed the previously mentioned Training Aids.  The following sections provide a description of each of the features available.



The Pull-down Menus



The pull-down menu labeled Procedures, located at the top left of the screen, led the user to the text version of the task instructions.  The text procedures were broken into three numbered sets so that users did not have to scroll down a lengthy list of procedures.  Navigation through the text procedures was accomplished by buttons labeled Continue, Go Back, and Back to Start at the end of the text, or by selecting any set of procedures from the pull-down menu.  Hypertext links were embedded in the text where appropriate which led the user to pop-up windows providing them with a visual representation of the action described in the text.  The test procedures and pop-up windows appeared on the left side of the computer screen.



The pull-down menu labeled Help, located at the top center of the screen, led the user to two help features:  Software Assistance and Troubleshooting Tips.  Software assistance was an overview of the application itself, and was also viewed as the introductory screen when users first began the training.  The troubleshooting tips were helpful hints related to the procedure on which the user is training.  These help materials appeared on the right side of the computer screen.



Another pull-down menu labeled Training Aids, located at the right center of the screen, led the user to one of the hypermedia training aids:  ì3D-model, Animations, Diagrams, Photographs, and Video.  These materials appeared on the right side of the computer screen, so that text procedures and these representations could be viewed simultaneously.



The Self-test Button



The self-test presented the user with a representation of the hardware and the user would manipulate the hardware interface with the mouse.  For the assembly task, the user would select the correct piece, in the correct order, and drag and drop it into the correct location.  For the instrumentation task, the user would click on the instruments buttons in the correct order.  The self-test instruments display screen would also change to provide a representation of how the actual display screen would look after each button press.  In addition, a help button was available if the user did not know the next correct step.  Furthermore, for both self-tests, the user would get feedback in the form of an error message if they chose the wrong item (hardware piece or button) at the wrong time.�





































Appendix B: Description of the Virtual Reality Equipment and Software







�Description of the VR software



A distributed software system was used to capture the tracking information from actual human motion, and to compute and display the resultant motion of the human model within the virtual environment.  The VR software system is divided into two drawing servers, one reach server, one magnetic tracking server, a sound server and a collision detection module (See Figure 9).  The reach server retrieves the current state of the user from the tracking servers (glove and body) and the user motions for translation and rotation, and merges these transformations.  In addition, a gesture recognition module deciphers messages the user is trying to relay with certain gestures.  This information is used to compute the resulting human body motion in terms of changes in joint angles.  The joint angle information is processed in two stages.  In the first stage, the joint angles are computed with respect to the user’s dimensions.  In the second stage, the joint angles are then applied to a model of a much bigger size (95th percentile American male).  This technique allows the user to become any size in the VR world.  In this case, the user has a better reach of the items that he is trying to reach.  This data is then passed to the main client.
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Figure � SEQ Figure \* ARABIC �9�: VR software and hardware integration.  The hardware items are highlighted.

At this point, the hands are tested for collision with the objects in the environment.  The software then consults the model behavior information from which is derived how the various objects will interact if grabbed or touched.  If there are collisions, the user has made a grasping gesture, the object heuristic indicates that it can be moved, and the object which the user has grasped becomes part of his hand.  On the other hand, objects such as Scopemeter buttons activate different functions of the Scopemeter.  For changes in the position and orientation of the figure, the objects as well as the joint angle changes of the body are relayed to the drawing servers which update the environment and pipe the needed stereo views to the head mounted display.  Since collision detection is an expensive operation, only the right view server does the computation and then relays that information to the left view server.  While this is going on, the system also provides audio information relative to the object (a "tutor").  Sound clips instruct the user about where objects should be placed for successful completion of the task.  If the user takes too long to place an object (over 90 seconds), the system intervenes and places the object for the user and asks that the user to move on to the next object.  Since this system is asynchronous, there are a lot of process timing issues to be dealt with.  The internal communication of the software is done with software UNIX sockets and shared memory.  



The advantages of this distributed design is not only increased speed, but also that any server could reside on any machine on the internet (e.g. tracking information could come from a remote facility).  Currently,  all of the servers reside on a Silicon Graphics Inc. computers, Onyx Reality Engine which is a dual pipeline/dual processor machine.



Description of the VR Equipment



The Cybergloves  (Virtual Technologies, Palo Alto, CA)  are instrumented to provide the computer with information on the angles of each of the joints of each finger and thumb on each hand.  They have 22 sensors positioned at the appropriate places inside each glove.   This information was used to update the hand motions of the user and also to determine various gestures that the user made to activate certain features of the system.  For instance, the user would make a grasping gesture to manipulate an object in the virtual environment or would make a pointing gesture to step through the animation sequences.



The magnetic trackers  (Ascension Technology Corporation, Burlington, VT) provided information to the computer on the position and orientation of the hands, forearms, and head of the subject.  One tracker was attached to each of the following locations: back of each hand, the base of the neck (shirt collar), and the top of the head mounted display.  These trackers sense a magnetic field generated by a central source, and provide position and orientation information to the graphics workstation.  Each sensor returns a 4x4 homogeneous matrix of information all multiplexed on a single serial line.



The head-mounted display, a VR4 (Virtual Research Systems Inc, Santa Clara, CA), consisted of a pair of goggles with video screens which present synchronized video images to each eye.  This permitted the subject to see a three dimensional environment.  The VR4 has two 1.3" Liquid Crystal Displays (LCD) which provides a 60 degree field of view.  It accepts RGB NTSC which is Interlaced, 525 lines, 30 frames/sec and has a resolution of 480 x 240 full color pixels.  It also has headphones which were used to channel sound clips to the user.



Due to the computational overhead of the system software and hardware, the refresh rate with the VR system is between 8-10 Hz.  This is a limitation because the user could perceive the lag between the movement and the update of that movement.  This is a limitation which can be reduced with faster hardware and optimized software. 

 

VR FEATURES:



1.  Animation:  An animation is available which allows you to see how each of the task steps will be performed.  Each step of the animation is played when a two finger pointing gesture is made with the left hand.  You may view this animation as many times as you like.  This feature is disabled after you have started the virtual simulation process (described below).



2.  Virtual Simulation:  A simulation feature is available for you to perform the task in the virtual environment on your own.  You perform the task one step at a time, in the correct order, by grasping an object with either hand.





VR SYSTEM CONTROLS: FOUR GESTURES



1. Grasping with the left/right hand (making a fist). 

Grasping with your right hand starts the operations of the VR system.  

Grasping with the left or right hand also enables you to grab and move objects in the VR world. When you have grasped an object, it will turn to a solid tan-colored piece.  You are then free to move the object.



2. Two finger pointing (index and middle at the same time).

Left fingers: Enables you to cycle through an animation.  Allows you to reset yourself to the initial position when you are performing the virtual simulation.  

Right fingers: Resets body to original position.  This is in case you get lost in the virtual world and want to just come back to the home position.  You can have an object in your hand and signal to reset the body with the other hand.  The object stays with you.



3. The human body joystick. 

Moving forward with your body moves you forwards in the direction you are looking. This is rate controlled -- the more you extend, the faster you will move. There is a threshold at which nothing happens.  However, if the system thinks that you are over extending your body, it will move your body in a direction that helps you reach. 

Moving backwards with your body moves you backwards from the direction you are looking.



4. Turning head.

The user can turn his/her head left and right up to a threshold point.  When this point is reached, the system assists the user by rotating his/her models body about a fixed point in the direction of neck rotation. Again, the more you extend, the faster you turn.

�USING THE VR SYSTEM



1.  Signal the system to begin.

A grasping and releasing motion with your right hand signals the start of the VR session.  You hands must be at your side and your body in the initial position before you grasp. This determines the initial configurations.



NOTE:  At this point, you should not do any more grasping until you are done watching the animations. The instant you have grabbed an object, the animation feature (described next) is disabled.



2.  Animation.

The animation steps are signaled by pointing with your left hand and releasing. You are free to move in the environment. Sound clips are played to provide you with further information during the VR animation episode.  Wait until you hear a beep before making a pointing gesture to move on to the next step of the animation.  You may cycle through the entire animation as many times as you like. The animation is stopped when you see the entire object disassemble.  Please come to this point at least once before starting the virtual simulation.



3.  Virtual Simulation.

You must grasp the object highlighted in wireframe mode and insert it in the proper location and orientation.  Sound clips are played to instruct you during the self-test.  Wait until you hear a beep before moving onto the next object.  After a piece is snapped in place (returns to a solid figure), you are to grab the next object highlighted in wireframe. Continue this process until the entire object is assembled.

 

NOTE:  If you are holding an object in your hand and the time limit which allows 	you to insert has been exceeded (90 seconds), the object will automatically snap into place and the next item will be highlighted.  When this happens, you will hear the phrase, auto-snapping this part.











�

HELPFUL HINTS





1.  Move slowly and deliberately.  There is a latency period for the computer model to adjust to your body position.



2.  Find the threshold point for moving forward and backward in the system.  If you do not go beyond the threshold points, your model simply just leans forward, it does not move in the environment.



3.  To stop from moving in the VR environment, merely hold your position.  For example, if you are leaning forward to move your position forward, merely hold your position steady to stop.  DO NOT straighten your body, this will cause you to move backward in the VR environment.



4.  The order of insertion, and the position /orientation of the object being grabbed are all important factors for successful part attachment.

Grab the object which is currently in the wire frame mode and insert it into the 		   correct location with the correct orientation.  If the position and orientation is 	  	   in the correct position the item will snap into place and the next item will be 	   	   highlighted in the wire frame.



When you see your hand pass partially through the wire frame object, you will be able to grab the object successfully.



If you need to re-orient the piece in your hand, you can let go, use your other 	  	   hand to orient the piece, and pick it up again with either hand.



5.  The system will perform the task step for you, if you do not complete it within 90 seconds.  So don't be alarmed if the item is yanked from your hands and positioned.  You will hear an auditory announcement of the automatic positioning which says auto-snapping this part.



6.  Once a piece is in place, do not grab it again, or you will move it from the correct position.
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Appendix C: Background Questionnaire





�Background Questionnaire





YOUR INITIALS: ________	





1.  Do you normally wear corrective lenses?     _____  Yes     _____ No



	If Yes:  What is your prescription (if known)?    _______________



		Do you wear    _____  contact lenses     _____  glasses





2.  Have you had a recent or chronic injury to any of the following body parts?  

     (check all that apply)



		_____  head

		_____  neck

		_____  shoulders

		_____  arms

		_____  back





3.  Do you have a pacemaker?     _____  Yes     _____  No





4.  Are you susceptible to motion/cyber sickness?     _____  Yes     _____  No



	If Yes, have you ever experienced motion sickness (or similar symptoms) while playing 	video games?     _____  Yes     _____  No





5.  How many times have you been immersed in a Virtual Reality (VR) system? (check one)



		_____  Never

		_____  1 - 5 times

		_____  5 - 10 times

		_____  Over 10 times





�6.  How proficient are you in using Windows 95?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	      Novice		       Inter-		        	Expert

	      User		       mediate			User





7.  How proficient are you in using the World Wide Web?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	       Novice		       Inter-		         	Expert

	       User		       mediate			User





8.  Have you ever used a TrackPoint cursor control device (e.g., the red button on a laptop

     computer)?     _____  No     _____  Yes



	If yes, how often do you use a TrackPoint cursor control device?



		_____  Throughout the day

		_____  Once a day

		_____  Once a week

		_____  Once a month

		_____  A few times in a year







9.  Have you ever been trained using a multimedia or VR application?    _____  No     _____  Yes



	If yes, please describe briefly:   ________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

�

































Appendix D: Learning Style Questionnaire



�Learning Style Questionnaire





Your Initials: _________



Answering the following questions will help us understand your learning style.  The results will remain confidential and will not be used to identify or compare participants.



Circle the numbers of the statements you AGREE with: 





1.  	I prefer to hear a book on tape rather than reading it. 



2.  	When I put something together, I always read the directions first. 



3.  	I prefer reading to hearing a lecture. 



4.  	When I am alone, I usually have music playing or hum or sing. 



5.  	I like playing sports more than reading books. 



6.  	I can always tell directions like north and south no matter where I am. 



7.  	I love to write letters or in a journal. 



8.  	When I talk, I like to say things like, "I hear ya, that sounds good or that rings a bell." 



9.  	My room, desk, car or house is usually disorganized. 



10.  	I love working with my hands and building or making things. 



11.  	I know most of the words to the songs I listen to. 



12.  	When others are talking, I usually am creating images in my mind of what they are saying. 



13.  	I like sports and think I am a pretty good athlete. 



14.  	It's easy to talk for long periods of time on the phone with my friends. 



15.  	Without music, life isn't any fun. 



16.  	I am very comfortable in social groups and can usually strike up a conversation with most anyone. 



17.  	When looking at objects on paper, I can easily tell whether they are the same no matter which way they are turned. 



18.  	I usually say things like, "I feel, I need to get a handle on it, or get a grip." 



19.  	When I recall an experience, I mostly see a picture of it in my mind. 



20.  	When I recall an experience, I mostly hear the sounds and talk to myself about it. 



21.  	When I recall an experience, I mostly remember how I felt about it. 



22.  	I like music more than art. 



23.  	I often doodle when I am on the phone or in a meeting. 



24.  	I prefer to act things out rather than write a report on them. 



25.  	I like reading stories more than listening to stories. 



26.  	I usually speak slowly. 



27.  	I like talking better than writing. 



28.  	My handwriting is not usually neat. 



29.  	I generally use my finger to point when I read. 



30.  	I can multiply and add quickly in my head. 



31.  	I like spelling and think I am a good speller. 



32.  	I get very distracted if someone talks to me when the TV is on. 



33.  	I like to write down instructions that people give me. 



34.  	I can easily remember what people say. 



35.  	I learn best by doing. 



36.  	It is hard for me to sit still for very long.

�

































Appendix E: Training/Task Questionnaires





�GRiD Computer Assembly Task





PARTICIPANT I.D. #: ________			TRAINING METHOD:  Multimedia





Using the scales provided, please rate the acceptability of training for this task.  

Feel free to provide additional comments on the backs of these sheets!



Put N/A in the blank if you did not use the feature described.





1.  Legibility of the written instructions (font size):  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Completely		       Neutral		         Completely

	Unacceptable					         Acceptable



2.  Level of difficulty in understanding the task instructions:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		        Just		          Extremely

	Difficult		       Right		          Easy



3.  How useful were the pop-up windows in providing additional 

	aid to the text procedures?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



4.  How useful were the Cue Cards in learning the task?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful





�5.  How useful was the ability to go back and forth to different 

	steps of the task procedures?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



6.  How useful were the Software Hints in the Help Menu?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



7.  How useful were the Assembly Tips in the Help Menu?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



8.  How useful was the diagram of the GRiD?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



9.  How did you use the diagram as an aid?  (check all that apply)



	_____  Viewed prior to reading the procedures to get a better idea of what I had to do.



	_____  Viewed after reading the procedures as additional information.



	_____  Other:  _____________________________________________



10.  How useful were the photographs?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful





11.  How did you use the photographs as an aid? (check all that apply)



	_____  Viewed prior to reading the procedures to get a better idea of what I had to do.



	_____  Viewed after reading the procedures as additional information.



	_____  Other:  _____________________________________________





12.  How useful were the video clips of the GRiD assembly?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful





13.  How did you use the video clips as an aid?  (check all that apply)



	_____  Viewed prior to reading the procedures to get a better idea of what I had to do.



	_____  Viewed after reading the procedures as additional information.



	_____  Other:  _____________________________________________



14.  How useful was the self-test?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



15.  Ease of performing the task (after training):  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		        Just		         Extremely

	Difficult		       Right		          Easy



16.  Acceptability of the number of errors made:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Completely		       Neutral		         Completely

	Unacceptable					         Acceptable



17.  Time to complete task:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Too Short		          Just		        Too Long

				         Right



18.  Amount of information provided during training:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Too Little		         Just		    	Too Much

	Information		         Right		       	Information





19.  Describe the strategy you used to complete the training (i.e., which feature 

did you look at first?  The most?): 

____________________________________________________________________________



____________________________________________________________________________



____________________________________________________________________________



____________________________________________________________________________





20.  What features of the training helped you most in the retention of information 

for performing the task?

____________________________________________________________________________



____________________________________________________________________________



____________________________________________________________________________



____________________________________________________________________________





21.  How could these training materials be improved for this task: 

____________________________________________________________________________



____________________________________________________________________________



____________________________________________________________________________



�GRiD Computer Assembly Task





PARTICIPANT I.D. #: ________			TRAINING METHOD:  Virtual Environment





Using the scales provided, please rate the acceptability of training for this task.  Feel free to provide additional comments on the backs of these sheets!  Please write N/A in the blank if the action was not performed.





1.  Level of difficulty in understanding instructions for using VE (Ex. how to cycle through the task steps, change your position, etc.):  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		        	         Right			Easy



2.  Difficulty of donning and adjusting the VE equipment:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                      Right			Easy



3.  Difficulty of making the pointing gesture with your fingers:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                      Right			Easy



4.  Difficulty of grasping objects:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                      Right			Easy



5.  Difficulty of moving objects to the correct position:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                      Right			Easy



�6.  How useful was the animation (watching the GRiD assembly) in learning the task?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



7.  How useful were the auditory instructions DURING THE ANIMATION for learning the 	task?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



8.  How useful was the virtual simulation (performing the GRiD assembly in VE)

	in learning the task?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



9.  How useful were the auditory instructions DURING THE VIRTUAL SIMULATION 

	for learning the task?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



10.  Ease of navigating through the environment:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                     Right			Easy



11.  How useful was the ability to navigate around the objects?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



12.  How useful was the ability to repeat the ANIMATION?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



13.  How useful was the ability to repeat the VIRTUAL SIMULATION?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



14.  Amount of information provided during training:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Too Little		         Just			Too Much

	Information		         Right			Information



15.  Ease of performing the task (after training):  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                     Right			Easy



16.  Acceptability of the number of errors made:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Completely		       Neutral			Completely

	Unacceptable						Acceptable





17.  Time to complete task:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Too Short		          Just			Too Long

				         Right





18.  Did you feel any discomfort or dizziness after the VE training?  (please describe) 

____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

�Scopemeter Task





PARTICIPANT I.D. #: ________			TRAINING METHOD:  Multimedia





Using the scales provided, please rate the acceptability of training for this task.  

Feel free to provide additional comments on the backs of these sheets.





1.  Legibility of the written instructions (font size):  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Completely		       Neutral		         Completely

	Unacceptable					         Acceptable



2.  Level of difficulty in understanding the task instructions:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		        Just		         Extremely

	Difficult		       Right		          Easy



3.  How useful were the pop-up windows in providing additional 

	aid to the text procedures?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



4.  How useful were the Cue Cards in learning the task?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful





�5.  How useful was the ability to go back and forth to different 

	steps of the task procedures?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



6.  How useful was the Overview in the Help Menu?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



7.  How useful were the Scopemeter Tips in the Help Menu?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



8.  How useful were the photographs of the Scopemeter displays?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



9.  How did you use the photographs as an aid? (check all that apply)



	_____  Viewed prior to reading the procedures to get a better idea of what I had to do.



	_____  Viewed after reading the procedures as additional information.



	_____  Other:  _____________________________________________





10.  How useful was the animation of the Scopemeter task?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful



11.  How did you use the animation as an aid?  (check all that apply)



	_____  Viewed prior to reading the procedures to get a better idea of what I had to do.



	_____  Viewed after reading the procedures as additional information.



	_____  Other:  _____________________________________________





12.  How useful was the self-test?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral		         Extremely

	Unhelpful					         Helpful





13.  Ease of performing the task (after training):  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		        Just		         Extremely

	Difficult		       Right		          Easy



14.  Acceptability of the number of errors made:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Completely		       Neutral		         Completely

	Unacceptable					         Acceptable



15.  Time to complete task:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Too Short		          Just		        Too Long

				         Right



16.  Amount of information provided during training:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Too Little		          Just		        Too Much

	Information		         Right		       Information





17.  Describe the strategy you used to complete the training (i.e., which feature 

did you look at first?  The most?): 

____________________________________________________________________________



____________________________________________________________________________



____________________________________________________________________________





18.  What features of the training helped you most in the retention of information 

for performing the task?

____________________________________________________________________________



____________________________________________________________________________



____________________________________________________________________________





19.  How could these training materials be improved for this task: 

____________________________________________________________________________



____________________________________________________________________________



____________________________________________________________________________



�Scopemeter Voltage Reading Task



PARTICIPANT I.D. #: ________			TRAINING METHOD:  Virtual Environment





Using the scales provided, please rate the acceptability of training for this task.  Feel free to provide additional comments on the backs of these sheets!  Please write N/A in the blank if the action was not performed.





1.  Level of difficulty in understanding instructions for using VE (Ex. how to cycle through the task steps, change your position, etc.):  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		        	         Right			Easy



2.  Difficulty of donning and adjusting the VE equipment:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                      Right			Easy



3.  Difficulty of making the pointing gesture with your fingers:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                      Right			Easy



4.  Difficulty of grasping objects:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                      Right			Easy



5.  Difficulty of moving objects to the correct position:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                      Right			Easy



�6.  How useful was the animation (watching the order of the buttons being highlighted) in 	learning the task?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



7.  How useful were the auditory instructions DURING THE ANIMATION for learning the 	task?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



8.  How useful was the virtual simulation (performing the Scopemeter Voltage Reading task in 	VE) in learning the task?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



9.  How useful were the auditory instructions DURING THE VIRTUAL SIMULATION 

	for learning the task?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



10.  Ease of navigating through the environment:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                     Right			Easy



11.  How useful was the ability to navigate around the objects?  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



12.  How useful was the ability to repeat the ANIMATION?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



13.  How useful was the ability to repeat the VIRTUAL SIMULATION?  ______



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		      Neutral			Extremely

	Unhelpful						Helpful



14.  Amount of information provided during training:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Too Little		         Just			Too Much

	Information		         Right			Information



15.  Ease of performing the task (after training):  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Extremely		          Just			Extremely

	Difficult		                     Right			Easy



16.  Acceptability of the number of errors made:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Completely		       Neutral			Completely

	Unacceptable						Acceptable





17.  Time to complete task:  _____



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Too Short		          Just			Too Long

				         Right





18.  Did you feel any discomfort or dizziness after the VE training?  (please describe) 

____________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

�

































Appendix F: Comprehensive Final Questionnaire





�IN-SITU TRAINING

POST-EVALUATION QUESTIONNAIRE



Now that you have completed both the Virtual Reality and Multimedia training, we are interested, again, in your general opinions about the applications themselves and how they might compare when training for an assembly task and an instrumentation task.



Please answer the following questions in regards to your use of the Multimedia software.  Use the scale below to answer questions 1 - 9.  Put N/A in the blank if not applicable.



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Completely		           Neutral			Completely

	Unacceptable						Acceptable





1.  Ease of understanding software instructions:  _____

2.  Ease of navigation through the available features:  _____

3.  Ease of scrolling through the procedures:  _____

4.  Helpfulness of the hypertext links (pop-up windows):  _____

5.  Helpfulness of the Software Hints information:  _____

6.  Helpfulness of the Diagrams:  _____

7.  Helpfulness of the Photographs:  _____

8.  Helpfulness of the Video/Animation:  _____

9.  Helpfulness of the Self-test:  _____



10.  Did you browse through ALL the available features?  _______



11.  Did you use the Cue Cards IN ADDITION TO or INSTEAD OF the regular procedures?  _______________



12.  Which feature did you use the most?  ____________________________



13.  Which feature aided your retention the most?  _____________________



14.  General strategies for learning the material:

________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________





�15.  Are there any modifications or additions that you would make to the multimedia training techniques to facilitate performance?  

________________________________________________________________________________________________________________________________________________________________________________________________

________________________________________________________________



Please answer the following questions in regards to your use of the Virtual Reality (VR).  Use the scale below to answer questions 16 - 22.  

Put N/A in the blank if not applicable.



		|	|	|	|	|	|	|

		1	2	3	4	5	6	7

	Completely		           Neutral			Completely

	Unacceptable						Acceptable





16.  Ease of understanding body movements required to use the VR:  _____

17.  Ease of performing body movements to use the VR:  _____

18.  Level of understanding of what you were going to see/perform:  _____

19.  Ease of navigation through the environment:  _____

20.  Helpfulness of the animation:  _____

21.  Helpfulness of the virtual simulation:  _____

22.  Helpfulness of the auditory information:  _____



23.  Did you feel dizzy or faint after removing the VR equipment?  

		_____  Yes     _____  No



24.  Did you experience any fatigue in the following body parts? 

        (check all that apply)



		_____  head

		_____  neck

		_____  shoulders

		_____  arms

		_____  back



25.  Were you distracted by any noises in the surrounding environment?  ______



26.  Are there any modifications or additions that you would make to the training 

procedures to facilitate performance?  

________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

�For questions 27 - 30, please consider BOTH the Multimedia and Virtual Reality applications.



27.  For an instrumentation task, such as the Scopemeter, which features of the Multimedia or VR would you find the MOST useful?  The LEAST?

________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



28.  For an assembly task, such as the GRiD computer, which features of the Multimedia or VR would you find the MOST useful?  The LEAST?

________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________



29.  Were there any features of the Multimedia or the Virtual Reality that distracted from your learning?  Please explain.  ________________________________________________________________________________________________________________________________________________________________________________________________



30.  General comments:  ________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________
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